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Abstract

The artificial intelligence (AI) revolution has great economic potential for customs operations. Indeed, some have already hailed AI ‘the new oil’ since it has become a resource for businesses to streamline processes. This may be an imperfect analogy, but it does capture the excitement and high expectations surrounding the AI-driven economy.

AI is a sub-field of computer science that enables intelligence exhibited by machines. For example, in the East African community, the Regional Electronic Cargo Tracking System (RECTS) is used to monitor cargo in transit from Mombasa in Kenya through Uganda to Rwanda and now in the Democratic Republic of Congo (DRC). This has transformed transit cargo management through deterring of dumping and diversion of transit cargo in real time. Previously, cargo would sometimes, if not most of the time, go unaccounted for while in transit, which caused government revenue leakage and business losses.

This paper examines the global standards and actions in the uptake of AI for trade facilitation in smoothing customs operations. This study looks at how the uptake of AI has affected customs administration in terms of transit management and security of cargo as well as trade facilitation, which greatly reduces the cost of doing business by the private sector.

Based on the study findings, the paper offers several recommendations for policy makers, including undertaking Private Public Partnerships (PPP), integration of RECTS with other Customs systems, well-planned change management and developing a pool of AI experts in Customs.
1. Introduction

1.1 Background

Artificial intelligence (AI) traditionally refers to an artificial creation of human-like intelligence that can learn, reason, plan, perceive or process natural language (Internet Society, 2017). Artificial intelligence is not one specific technology, but rather a broad spectrum of computer systems and applications that have the ability to perform tasks associated with human intelligence (Hulko, 2018). Artificial intelligence is devoted to making machines intelligent, and intelligence is that quality that enables an entity to function appropriately and with foresight in its environment (Nilsson, 2010).

The AI revolution has great economic potential globally. Indeed, some have already hailed AI ‘the new oil’ since it has become a resource for businesses to streamline processes to help us personally achieve more than we currently do, by augmenting our individual cognitive ability with new tools to increase our own productivity. This may be an imperfect analogy, but it does capture the excitement and high expectations surrounding the AI-driven economy. It is projected that the worldwide market for AI solutions could be worth more than GBP£30 billion by 2024, boosting productivity by up to 30 per cent in some industries, and generating savings of up to 25 per cent (PBLINK, 2018). In another estimate, ‘AI could contribute up to USD$15.7 trillion to the global economy in 2030, more than the current output of China and India combined. Of this, $6.6 trillion is likely to come from increased productivity and $9.1 trillion is likely to come from consumption-side effects’ (Hall & Pesenti, 2017, p. 10).

Customs business is not exceptional to the AI revolution. Customs processes urgently require an AI intervention given that they are of critical interest to governments due to their trade and national security significance. The current manual processes overseeing the majority of customs operations can easily miss risky trade and declaration profiles potentially putting nations and their trade apparatus at huge risk (Kumar, 2019). The large amounts of sophisticated information that flow across borders require AI systems to read texts at a high speed, recognise relevant terms, interpret the context and draw conclusions from it. This will help customs administrations realise their strategic objectives, that is, a smarter way of securing borders, protecting society, ensuring full payment of taxes, and strengthening economic competitiveness.

AI in customs operations includes the use of machine learning, neural networks, natural language processing (NLP), and deep learning among others which helps to create intelligent machines that work and react like humans, but with higher accuracy and efficiency. An example of intelligent AI-powered customs innovations in East Africa is the Regional Electronic Cargo Tracking System (RECTS) hosted in the regional customs administrations of Uganda, Kenya, Rwanda and the Democratic Republic of Congo (DRC). These customs administrations use this single platform, which enables them to have a single watch and view of cargo during its movement along the northern corridor. Only one seal is used, which removes the need for arming and disarming the e-seals at partner states’ territorial borders.

RECTS operates in real time through neural networks, a branch of AI. This enables the AI-powered system to make use of the Global Positioning System (GPS), a satellite-based navigation system that provides reliable real-time transit data coordinates on the positioning and navigation of transits along the northern corridor. The positioning transit data is then analysed through algorithms embedded in machine learning, a subset of AI, and the results are then used alongside the gazetted geofenced route coordinates to detect any transit violations, such as going off-route, seal tampering or breaking at any of the customs central command centres in the partner states.
Figure 1 below illustrates trucks armed with e-seals on the northern corridor from Mombasa Port destined to Kenya, Uganda, Rwanda, South Sudan and DRC. Yellow and red truck images show trucks carrying both imports and exports, respectively, that are on the agreed predestined route with e-seals intact. The triangular red exclamation marks indicate hot spots with a previous history of fraud and tampering of e-seals on trucks which require urgent customs intervention through the Rapid Response Units within the respective partner states since the e-seals are tampered with.

Figure 1: Illustration of trucks armed with e-seals along the Northern Corridor

Source: URA Central Command Center 2020

1.2 Problem statement

The cargo transit operations across the five land-linked developing countries of Uganda, Rwanda, Burundi, the DRC and South Sudan involved, for a long time, a convoy system, characterised by paper-based controls, transit log sheets, physical escorts, and transit check points (Balamaga, 2019). Balamaga (2019) further asserted that this transit system was overwhelmed by various impediments to the seamless flow of cargo that included, among others, unnecessary delays, a high cost of doing business, non-tariff barriers, transit diversion, high administrative monitoring costs, and information-sharing gaps between the partner states.

Raballand (2012) added that as the private sector does not seem to have an interest in reducing dwell time in Sub-Saharan Africa, the interests of controlling agencies like Customs collude at the expense of traders. This is further worsened by the transit cargo theft problem, which has intensified in the past decade due to the increased value of cargo.
2. Global standards and actions in the uptake of AI

Standards, particularly those developed by existing international standards bodies, can support the global governance of AI-powered solutions like RECTS development and play an important role in facilitating the adoption of new technologies in customs administrations. Mandatory minimum standards are set to ensure AI-powered solutions meet a threshold for product performance and/or safety and to avoid undue risks for consumers. Some of the global standards that were taken into account when developing RECTS are set out below.

2.1. Adherence to existing human rights frameworks

Human rights are the foundation of human existence and coexistence. Human rights norms provide a framework for equality and non-discrimination that, when objectively applied, ensures that the benefits of human development reach even the most disadvantaged people. AI systems should therefore be designed in a way that respects the rule of law, human rights, democratic values and diversity, and they should include appropriate safeguards—for example, enabling human intervention where necessary—to ensure a fair and just society (OECD, 2019a). AI actors should respect the rule of law, human rights and democratic values, throughout the AI system lifecycle. These include freedom, dignity and autonomy, privacy and data protection, non-discrimination and equality, diversity, fairness, social justice, and internationally recognised labor rights (G20, 2019).

As customs administrations adopt AI to promote the seamless movement of goods through secure international trade supply chains, the development process of AI systems should ensure that AI should not be used to diminish the data rights or privacy of individuals, families or communities (UK Government, 2019). The General Data Protection Regulation ensures a high standard of protection of personal data and requires the implementation of measures to ensure data protection by design and by default (Regulation (EU) 2016/679).

2.2. Inclusive growth, sustainable development, and wellbeing

AI has the potential to improve the welfare and wellbeing of people, to contribute to positive sustainable global economic activity, to increase innovation and productivity, and to help respond to key global challenges (OECD, 2019b). AI systems should support individuals in making better, more informed choices in accordance with their goals. They should act as enablers to a flourishing and equitable society by supporting human agency and fundamental rights, and not decrease, limit or misguide human autonomy. The overall wellbeing of the user should be central to the system’s functionality; AI is not an end in itself, but a tool that has to serve people with the ultimate aim of increasing human wellbeing (European Commission, 2019).

Stakeholders should proactively engage in responsible stewardship of trustworthy AI in pursuit of beneficial outcomes for people and the planet, such as augmenting human capabilities and enhancing creativity, advancing inclusion of underrepresented populations, reducing economic, social, gender and other inequalities, and protecting natural environments, thus invigorating inclusive growth, sustainable development and wellbeing (OECD, 2019b; G20, 2019).

2.3. Ensuring accountable and responsible design

The automation of customs procedures is an important part of reform and modernisation efforts, as automated systems are one of the main integrity controls within customs administrations. AI can facilitate audits and reviews of decisions by customs officials, and automation of a wide range of processes can be used to increase transparency and accountability in customs administrations (OECD, 2016). AI systems
should therefore be held accountable for their proper functioning in line with the above principles. Mechanisms should be put in place to ensure responsibility and accountability for AI systems and their outcomes, both before and after their implementation. The audit ability of AI systems is key in this regard, as the assessment of AI systems by internal and external auditors, and the availability of such evaluation reports, strongly contributes to the trustworthiness of the technology. External auditability should especially be ensured in applications affecting fundamental rights, including safety-critical applications (European Commission, 2019).

Potential negative impacts of AI systems should be identified, assessed, documented and minimised. The use of impact assessments facilitates this process. These assessments should be proportionate to the extent of the risks that the AI systems pose. Trade-offs between the requirements, which are often unavoidable, should be addressed in a rational and methodological manner, and should be accounted for. Finally, when unjust adverse impacts occur, accessible mechanisms should ensure adequate redress (European Commission, 2019).

AI actors should be accountable for the proper functioning of AI systems and for the respect of the above principles, based on their roles, the context, and consistent with the state of art practices (G20, 2019).

### 2.4 Transparent technology

Transparency and predictability of regulations and procedures at borders are widely recognised as essential elements of trade facilitation. Transparency and predictability are the starting point for ensuring the efficiency and, ultimately, the stability of a rules-based environment for goods crossing the border (WCO, 2017). The trustworthiness of AI systems is likewise a key factor for the diffusion and adoption of AI, and a well-informed whole-of-society public debate is necessary for capturing the beneficial potential of the technology, while limiting the risks associated with it (OECD, 2019b). There should be transparency and predictability around AI systems to ensure that people understand AI-based outcomes and can challenge them.

AI actors should also commit to transparency and predictability regarding AI systems. They should provide meaningful information, appropriate to the context, and foster a general understanding of AI systems, to make stakeholders aware of their interactions with AI systems, including in the workplace. They should also enable those affected by an AI system to understand the outcome and enable those adversely affected by an AI system to challenge its outcome based on plain and easy-to-understand information on the factors, and the logic that served as the basis for the prediction, recommendation or decision (G20, 2019). Also, all citizens have the right to be educated to enable them to flourish mentally, emotionally and economically alongside AI (International Telecommunication Union, 2018).

These principles are supported by Chapter 9 of the General Annex of the Revised Kyoto Convention (RKC) (Information, Decisions and Rulings supplied by Customs), which contains numerous standards regarding transparency and predictability. The WCO (2017) *Transparency and predictability guidelines* also highlight the importance of transparency and includes a checklist on this matter.

### 2.5 Privacy and data governance

Customs administrations should ensure that confidential or commercially sensitive information is not divulged (WCO, 2017) unless such disclosure is required or authorised by national legislation.

Privacy and data protection must therefore be guaranteed at all stages of the AI system’s life cycle. Digital records of human behaviour may allow AI systems to infer not only an individual’s preferences, age and gender, but also such things as their sexual orientation and religious or political views. To allow individuals to trust the data processing, it must be ensured that they have full control over their own
data, and that data concerning them will not be used to harm or discriminate against them. In addition to safeguarding privacy and personal data, requirements must be fulfilled to ensure high-quality AI systems.

The quality of the datasets used is paramount to the performance of AI systems. When data is gathered, it may reflect socially constructed biases, or contain inaccuracies, errors and mistakes. This needs to be addressed prior to training an AI system with any given dataset. In addition, the integrity of the data must be ensured. Processes and datasets used must be tested and documented at each step such as planning, training, testing and deployment. This should also apply to AI systems that were not developed in-house but acquired elsewhere. Finally, access to data must be adequately governed and controlled (European Commission, 2019).

2.6 Robustness, security and safety

The WCO security initiative is to facilitate members’ activities to implement measures—whether standards, guidance, IT tools, operations or specialised training—to enhance border security and management capacities in a holistic manner. AI systems should therefore be robust, secure and safe throughout their lifecycle so that, in conditions of normal use, foreseeable use or misuse, or other adverse conditions, they function appropriately and do not pose unreasonable safety risks. AI actors should also ensure traceability, including in relation to datasets, processes and decisions made during the AI system lifecycle, to enable analysis of the AI system’s outcomes and responses to inquiry, appropriate to the context. Further, AI actors should, based on their roles, the context, and their ability to act, apply a systematic risk management approach to each phase of the AI system lifecycle on a continuous basis to address risks related to AI systems, including privacy, digital security, safety and bias.

2.7 Diversity, non-discrimination and fairness

Datasets used by AI systems (both for training and operation) may suffer from the inclusion of inadvertent historic bias, incompleteness and bad governance models. The continuation of such biases could lead to (in)direct discrimination. Harm can also result from the intentional exploitation of (consumer) biases or by engaging in unfair competition. Moreover, the way in which AI systems are developed (for example, the way in which the programming code of an algorithm is written) may also suffer from bias. Such concerns should be tackled from the beginning of the system’s development. Establishing diverse design teams and setting up mechanisms ensuring participation, in particular of citizens, in AI development can also help to address these concerns. It is advisable to consult stakeholders who may directly or indirectly be affected by the system throughout its lifecycle. AI systems should consider the whole range of human abilities, skills and requirements, and ensure accessibility through a universal design approach to strive to achieve equal access for persons with disabilities.

3. Challenges in the uptake of AI in customs operations

In this section we identify the main challenges that may be experienced for the uptake of AI-powered solutions like RECTS in customs operations.

3.1 Change management over anticipated job loss

Change is a transition from one state to another with a focus on being different. Managing change is tough, but part of the problem is that there is little agreement on which factors most influence transformation initiatives. Ramosaj et al. (2014) showed that changes that are happening in businesses dictate the changes in all kinds of needed resources thereafter. They further discuss that managing AI changes may therefore be a challenge that administrations are likely to face because employees may
have negative attitudes towards them, especially those who have become used to operating in the same way over a long period of time. They also argue that this may be related to the fear of job losses and/or a reduction in income.

Galbraith (2018) highlights the uncertainty created when management does not communicate well, which disrupts work and makes employees feel as if they are not a part of the decision. This may be worsened by the fact that employees dislike change unless it is one that they have requested or lobbied for hence their involvement during the transition. Galbraith also points out that employees need to understand which duties and responsibilities will continue as normal and which ones will change. As far as indirect changes are concerned, employees need to be aware of the changes occurring throughout the organisation and how they may impact their job function.

3.2 Skills gap and a shortage of AI researchers

Despite the fast growth of AI technology, few countries—including developed countries—have the education and skills systems in place to equip their workers to reap the benefits of AI (Access Partnership, n.d.). Importantly, skills shortages foster growing competition, as companies and institutions vie to attract and retain talent, a trend that is affecting both the domestic and international labour markets (UNESCO, 2019). This argument is supported by survey results in New Zealand showing that 44 per cent of survey respondents considered education a key barrier to AI adoption. The report further pointed out that traditional education providers are not yet providing the skills and training required to develop AI excellence in New Zealand (AI Forum of New Zealand, 2018).

Attracting leading AI researchers will be challenging due to growing global demand for AI talent. Therefore, it is essential that Customs, through the WCO, actively competes for talent or risks becoming merely a downstream consumer of AI research from other countries.

3.3 Capital investments in AI research and development needed

While the benefits of digitalisation may be clear, in the short term the transition usually increases costs and the gains may take some years to materialise, and this kind of spend can be politically hard to justify (ICEAW, 2019). A company venturing in AI solutions should objectively assess the level of research and development it can bear both psychologically and financially (Slesar, 2019).

Davenport (2020) notes that the key driver of lack of return from AI is the simple failure to invest sufficiently. Fabian (2017) also notes that as assessing AI technologies is challenging, many investors are hesitant to invest because most venture capital firms are risk-averse and do not invest in something they do not understand. He further adds that many AI companies receive plenty of attention but not enough funding.

3.4 AI legislation and regulation

The European Union (EU, 2019) reported that, to build trust for the usage, adoption and development of AI across society, the UK government is putting in place governance regimes for data-driven AI. This includes the development of ethical guidelines for a sustainable, transparent, replicable use of AI with clear definitions on responsibilities, liabilities, and data protection issues.

In 2017, Elon Musk pointed out the need for caution when implementing AI because there should be some regulatory oversight of AI at the national and international level (Vincent, 2017). His view was also supplemented by Oxford philosopher Nick Bostrom who believed that just as humans out-competed and almost completely eliminated gorillas, AI will outpace human development and ultimately dominate and therefore needs to be regulated (Etzioni & Etzioni, 2017).
Without a proper legal basis for the collection of information, the use of electronic data as evidence and the requirement for data to be supplied in a given format, taxpayers will lack the certainty they need to plan their compliance activities and may resist or refuse to comply with the authority’s requests (ICAEW, 2019). Importantly, legally, organisations must obtain consent to collect, use and disclose an individual’s personal information, subject to a list of specific exceptions, and obtaining meaningful consent has become increasingly challenging in the age of big data, the Internet of Things, artificial intelligence and robotics (Office of the Privacy Commissioner of Canada, 2017).

3.5 Better national coordination required geographically

The AI Forum of New Zealand (2018) reported that New Zealand, a small country with limited resources, should consider a coordinated national approach to AI research. The findings of the research pointed towards the Canadian AI strategy as a model to emulate.

One of the key priorities of the European Commission’s Coordinated Plan on AI is to encourage member states to develop their national AI strategies by the end of 2019, outlining investment levels and implementation measures.

3.6 Limited infrastructure

The Swedish strategy emphasises the need for a digital infrastructure to harness the opportunities that AI can provide, including both a high-quality data infrastructure and a well-developed digital and telecommunication infrastructure in terms of computer power, connectivity and network capacity (Government Offices of Sweden, 2018).

A lack of data infrastructure and the inability to effectively analyse vast swathes of intelligence are among the challenges that are forcing global manufacturing firms to rethink their AI implementation projects (The Manufacturer, 2020).

4. Regional electronic cargo tracking system case study in Uganda

4.1 Background

Customs transit involves permitting goods to move under customs control from one customs office to another in the same customs territory or another customs territory, without collecting duties and taxes and without applying economic prohibitions or restrictions, or other commercial policy measures (WCO, 2014). A functional transit system is essential for trade connectivity within the region, particularly for landlocked countries where most of their trade is with countries outside the region and moves in transit through their neighbouring countries (Yasui, 2013).

Transit inefficiency is a result of a variety of factors, such as inadequate interconnection of the existing customs management systems across countries, inadequate transit traffic monitoring and enforcement capabilities by customs administrations, lack of a regional transit guarantee system, and an ineffective truck sealing system to reduce the diversion of transit goods. To monitor and control the movement of transit goods along the corridor, customs administrations have relied on physical escorts for transit trucks. The number of checkpoints along the corridor remains a source of delays and costs for transit traffic. A poor transit system may hamper international trade and national security significantly, and thus hinder the economic development of a country.

The northern corridor links land-linked countries to the Kenyan seaport of Mombasa. Formerly, goods in transit within the region were escorted from the port of Mombasa all the way to Rwanda, South Sudan and DRC borders through Ugandan borders such as Elegu, Oraba, Padea and Goli. It is with this
background that the Electronic Cargo Tracking System (ECTS) was established in Uganda in 2014 and further expanded into a Regional Electronic Cargo Tracking System (RECTS) covering Uganda, Kenya and Rwanda in 2017, with the DRC joining RECTS in 2019.

Table 1: Total transits in Uganda 2014–2018

<table>
<thead>
<tr>
<th></th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total transits</td>
<td>178,090</td>
<td>195,372</td>
<td>189,618</td>
<td>233,922</td>
<td>285,824</td>
</tr>
<tr>
<td>e-monitored</td>
<td>11,459</td>
<td>17,226</td>
<td>15,094</td>
<td>42,845</td>
<td>60,066</td>
</tr>
<tr>
<td>% of e-monitored</td>
<td>6.43%</td>
<td>8.82%</td>
<td>7.96%</td>
<td>18.32%</td>
<td>21.02%</td>
</tr>
</tbody>
</table>

Source: URA databases

Table 1 shows an increase in the e-monitored cargo from 6.43 per cent in 2014 to 21.02 per cent in 2018. The RECTS process starts when a customs officer attaches an electronic seal (e-seal) or ultra-sub-sensors on a transit goods container and activates the seal in the system. Upon arrival at its destination without any violations, a customs officer deactivates the seal. The tracking of transit cargo is a crucial customs enforcement practice to monitor and enforce pre-scheduled rules and generate precise information about the position of transit goods at all times. Dysfunctional custom transit procedures increase transportation costs and constitute a major obstacle to international trade.

4.2 Methodology

This study looked at 40 different transits from Malaba to Kampala over 220 kilometres. The transits included transits with e-seals, transits escorted by physical security and transits with normal seals. The different transit times were used to analyse the differences among the three group means in a sample so as to determine the influence of using AI in the management of Uganda’s transit system.

The analysis of variance (ANOVA) is based on the law of total variance, where the observed variance in a particular variable is partitioned into components attributable to different sources of variation.

4.3 Findings

Table 2 shows the average transit time for the normal seals to be 12.10 hours and the average transit time for e-seal transits to be 8.7 hours over the same distance. The average transit time for escorted transits is 12.4 hours. The average transit time for e-seal transits is lower mainly because these transits are monitored using AI in real time from the time of departure to the time of arrival and therefore with no unnecessary stopovers, such as interventions by mobile rapid response teams. The average transit time for escorted transits is higher because these transits are at a driver’s convenience, which is one form of inefficiency because the longer a truck spends in transit, the higher the transportation costs a trader is charged. Sometimes escorted trucks are also delayed while waiting for the physical escorts who may be unavailable.
Table 2: Transit times

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean (hours)</th>
<th>Standard Deviation</th>
<th>Standard Error</th>
<th>95% Confidence Interval for Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower Bound</td>
</tr>
<tr>
<td>Normal seal transit</td>
<td>16</td>
<td>12.1044</td>
<td>1.76266</td>
<td>.44067</td>
<td>11.1651</td>
</tr>
<tr>
<td>e-seal transit</td>
<td>13</td>
<td>8.6923</td>
<td>.96993</td>
<td>.26901</td>
<td>8.1062</td>
</tr>
<tr>
<td>Escorted transit</td>
<td>11</td>
<td>12.4182</td>
<td>1.51249</td>
<td>.45603</td>
<td>11.4021</td>
</tr>
<tr>
<td>Total</td>
<td>40</td>
<td>11.0818</td>
<td>2.21517</td>
<td>.35025</td>
<td>10.3733</td>
</tr>
</tbody>
</table>

Source: URA databases

The results presented in Table 2 are further supported by the results of Table 3, which shows a P value of less than 0.05, meaning that there is a significant difference between the different average transit times of the three different transit categories.

Table 3: Analysis of variance of different transit times

<table>
<thead>
<tr>
<th></th>
<th>Sum of squares</th>
<th>df</th>
<th>Mean square</th>
<th>F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between groups</td>
<td>110.601</td>
<td>2</td>
<td>55.301</td>
<td>25.333</td>
<td>.000</td>
</tr>
<tr>
<td>Within groups</td>
<td>80.770</td>
<td>37</td>
<td>2.183</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>191.372</td>
<td>39</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: URA databases. df, degrees of freedom. F, F value.

Table 4 uses the Tukey’s HSD test and, based on the results presented in Table 3, the Tukey’s test shows that there is a significant difference particularly in average transit times of e-seal transits that utilise AI compared to other transits at a 5 per cent level of significance.
Table 4: Multiple comparisons of the different transit times

<table>
<thead>
<tr>
<th>(I) Type</th>
<th>(J) Type</th>
<th>Mean Difference (I-J)</th>
<th>Std. Error</th>
<th>Sig.</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower Bound</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Upper Bound</td>
</tr>
<tr>
<td>Normal seal transit</td>
<td>e-seal transit</td>
<td>3.41207*</td>
<td>.55169</td>
<td>.000</td>
<td>2.0651</td>
</tr>
<tr>
<td></td>
<td>Escorted transit</td>
<td>-.31381</td>
<td>.57870</td>
<td>.851</td>
<td>-1.7267</td>
</tr>
<tr>
<td>e-seal transit</td>
<td>Normal seal Transit</td>
<td>-3.41207*</td>
<td>.55169</td>
<td>.000</td>
<td>-4.7590</td>
</tr>
<tr>
<td></td>
<td>Escorted transit</td>
<td>-3.72587*</td>
<td>.60529</td>
<td>.000</td>
<td>-5.2037</td>
</tr>
<tr>
<td>Escorted transit</td>
<td>Normal seal Transit</td>
<td>.31381</td>
<td>.57870</td>
<td>.851</td>
<td>-1.0991</td>
</tr>
<tr>
<td></td>
<td>e-seal transit</td>
<td>3.72587*</td>
<td>.60529</td>
<td>.000</td>
<td>2.2481</td>
</tr>
</tbody>
</table>

Source: URA databases *The mean difference is significant at the 0.05 level

The results are further supplemented by the findings of TradeMark East Africa (TradeMark East Africa, n.d.), which reported that transporters lose USD $200–$250 each day a truck spends while in transit which tends to increase the cost of transport for cargo destined further inland, such as Rwanda.

RECTS has minimised the need for physical escorts that previously increased transit periods from one day to three or four days, effectively resulting in an estimated increase in transport costs of about USD $400–$500. RECTS has also cut the time required to transport cargo from entry border points (Kenya’s Malaba and Busia in Uganda) from six days to one and a half days, subsequently pushing down transport costs (TradeMark East Africa, n.d.).

The report confirms that RECTS has reduced the cost of doing business in Rwanda through improved cargo predictability and increased truck turnaround time, which ultimately leads to lower transport costs. Transport delays and cargo theft are among key concerns for importers and exporters and, with improved security of cargo, importers expect a reduction in transit risks as well as insurance premiums.

In conclusion, RECTS has improved the effectiveness and efficiency of transit management in Uganda because e-sealed transit cargo can be accounted for and traced hence potential cases of diversion or round tripping of goods are detected in real time, hence deterring dumping. It has also enhanced cargo security, which has reduced losses for the business community thereby improving the reputation of Customs.
5. Conclusion

Several challenges need to be addressed to introduce AI. These include factors such as change management over anticipated job loss, skills gap and shortage of AI researchers, capital investment in AI research, AI legislation and limited infrastructure—to name just a few. These challenges need to be addressed by both industry and customs administrations to unlock the significant benefits AI offers.

To achieve this, it is recommended that a Private Public Partnerships (PPP) plan be established for financing coverage infrastructure of RECTS from a few sensitive items in transit to a full roll-out of RECTS on all transit items into and through Uganda. This should be encouraged and further strengthened to increase cargo security along the northern corridor. In this regard, successful AI innovation depends on the creation of PPP connections, links between interested parties, the market, AI end users and AI research experts.

There is also a need to integrate RECTS with other customs systems like Asycuda to inform selectivity risk criteria during the processing of customs declarations. For example, in terms of diversion detection, cargo must be rerouted to the red lane for 100 per cent verification. As a region using RECTS, we should have an ambition of integrating with other smart cargo monitoring systems like Arviem, a cargo monitoring solution that creates real-time supply chain visibility from the port of loading in the country of export to the point of destination.

For other administrations intending to implement AI, a clear change management strategy should be developed by customs administrations, with a detailed action plan, including priorities, timelines, tasks, structures, behaviours, and resources to identify what has changed and what has stayed the same. This will enable staff to appreciate AI-powered solutions as enhancers to their tasks and roles rather than a potential cause of job loss.

Additionally, the WCO should spearhead the accreditation of AI experts in Customs since, despite the fast growth of AI technology, few countries—including developed countries—have the education and skills systems in place to equip their workers to reap the benefits. This will facilitate innovation among customs administrations and facilitate the development of Customs AI-powered solutions.

The WCO should also spearhead the creation of regional AI laboratories to create an enabling environment for development and adoption of AI research in Customs, which will promote Customs AI-powered solutions.

Finally, customs administrations must work co-operatively—as stipulated in the WCO SAFE Framework of Standards—with common and accepted standards to maximise facilitation of the international trade supply chain. When customs administrations are able to work together, it makes joint AI projects like RECTS in Kenya, Uganda, Rwanda and DRC possible, which has made it possible to secure a lengthy supply chain corridor between the different countries. In this regard, co-operation among customs administrations enables them to learn from each other, and benchmark and adopt best practices for AI-powered solutions as a replacement for manual processes.
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**Notes**

1. The WTO Glossary defines transparency as the ‘Degree to which trade policies and practices, and the process by which they are established, are open and predictable’.

2. Decision C/DEC.13/01/03 Establishes a Regional Road Transport and Transit Facilitation Program in Support of Inter-Community Trade and Cross-Border Movements (JBP, Observatories, ISRT Awareness)

3. Resolution No.2 relating to the implementation of the Joint Border Posts Program of ECOWAS and UEMOA member states
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